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Trustworthy Artificial Intelligence (AI) is characterized, among other things, by: 1) competence, 2) transparency,
and 3) fairness. However, end-users may fail to recognize incompetent AI, allowing untrustworthy AI to
exaggerate its competence under the guise of transparency to gain unfair advantage over other trustworthy
AI. Here, we conducted an experiment with 120 participants to test if untrustworthy AI can deceive end-
users to gain their trust. Participants interacted with two AI-based chess engines, trustworthy (competent,
fair) and untrustworthy (incompetent, unfair), that coached participants by suggesting chess moves in three
games against another engine opponent. We varied coaches’ transparency about their competence (with the
untrustworthy one always exaggerating its competence). We quantified and objectively measured participants’
trust based on how often participants relied on coaches’ move recommendations. Participants showed inability
to assess AI competence by misplacing their trust with the untrustworthy AI, confirming its ability to deceive.
Our work calls for design of interactions to help end-users assess AI trustworthiness.
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1 INTRODUCTION
Ensuring Artificial Intelligence (AI) is trustworthy is of critical importance to technology-driven
innovation and broader societal adoption of AI [27]. Trustworthy AI performs tasks accurately
and efficiently [20]. It ensures safety and privacy of various stakeholders who interact with it [17].
It can explain and justify its decisions [5, 38, 44]. It is transparent about its creators’ motivations
and their development process [12], and allows insights into its competence [26, 63]. It has the
end-user’s best interest in mind and operates without deceit. It is fair, just, and equitable to all
stakeholders [47]. Untrustworthy AI at best lacks some of those characteristics; at worst, it is
willfully the opposite.
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Distinguishing trustworthy AI from untrustworthy AI is therefore paramount as AI-based
technology sees deployment into many high-stakes decision-making scenarios (e.g., in government,
judiciary, healthcare, and across industries) [50]. Many existing AI-based systems (ranging from
seemingly innocuous music streaming recommendations [25] to predatory automated instant loan
applications [42]) regularly compete with other such systems to increase their user base. However, it
is possible that an untrustworthy AI can deceive the end-user about its capabilities and motivations
or go unnoticed long enough to gain their trust and claim them as its user.
Unfortunately, existing methods that deliver AI explanations [10, 21, 43] might not be enough

to counter such deception. For example, questioning the AI to get explanations about its capabil-
ities [32] might not work because the AI could give misleading explanations and still “fool” the
end-user [30, 46]. Even using transparency as a form of explanation [65] to increase end-users’
vigilance about AI trustworthiness [63] could potentially be manipulated in a similar manner by an
untrustworthy AI in order to deceive end-users.
In this work, we hypothesized that untrustworthy AI can misrepresent information about its

competence under the guise of transparency and in presence of interactive explanations to gain end-
user trust. We further hypothesized that such deceitful mechanisms could lead end-users to favor
untrustworthy AI over another trustworthy AI it is competing with. We focused our investigation to
contexts with well-defined end-user goals in which AI provides the end-user with decision-making
support to reach those goals [31]. Trust is a complex social construct [18], so we narrowed our
scope to an established view of human-AI trust [55], which defines trust as the extent to which the
end-user is confident in and willing to act on the basis of AI recommendations [34, 36]. Thus, we
measure how much end-users rely on AI advice to make their decisions, instead of depending on
subjective self-reported perceptions of AI trustworthiness [8].
To test our hypotheses, we conducted an empirical user study with 120 participants in which

they played three games of chess against an opponent chess engine with aid from two other chess
engines (i.e., “coaches”). This matched our focus because the coaches offered decision-making
support to the participants towards well-defined goals of the game. After each participant move,
the two coaches provided their advice—the move they recommend as the best move in the position.
The participants’ goal was to win or draw all three games. We varied the trustworthiness of the
two coaches and the methods by which the untrustworthy coach tried to deceive the participants.
We measured how many times the participants relied on advice from the two coaches. Our results
showed that participants heavily relied on the untrustworthy coach (resulting in none of the
participants accomplishing the goal of not losing all three games); thus showing evidence for
untrustworthy coach’s ability to deceive them and gain their trust.
Our work contributes new scientific knowledge about empirically-validated mechanisms that

untrustworthy AI can use to gain user trust. Our findings show that untrustworthy AI can use
the guise of transparency, just like misusing other types of explanations [30, 46], to deceive end-
users. Our findings call attention to factors (e.g., competence of an AI, its honesty and fairness,
motivations) that affect end-users’ trust and that could be used to design future systems to aid in
identifying and countering untrustworthy AI. Our work calls for creation of future mechanisms that
enable the end-users to critically reflect on trustworthiness of AI and the impact that misplacing
their trust with untrustworthy AI could have on them and society more broadly.

2 RELATEDWORK
Creating trustworthy AI is one of the tenets of human-centered AI [3]. Human-AI trust in the
context of decision-making is characterized by the end-user’s willingness to act based on the
AI’s recommendations [36] to achieve their goals [31]. Note that human-AI trust goes beyond
the end-user’s confidence in the competence of the AI [33, 59, 60]. Instead, it is also important to
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consider other factors, such as the end-user’s expertise [65], their ethical considerations [27, 29, 47],
and the effects that the recommended actions and outcomes of trying to reach user goals could
have on the end-user’s well-being and satisfaction [35].
The research community has developed a set of methods to evaluate human-AI trust (for a

comprehensive review, see [55]). Existing work used both qualitative methods to explain end-users’
decision to trust AI and quantitative methods to measure the magnitude of such trust. Although
end-users’ self-reported measures of trust could be collected using surveys [34], end-user attitudes
towards trust measured using such survey instruments could differ from the actual willingness of
the end-user to act based on AI recommendations [8]. As an alternative, existing research often used
trust-related behavioral measures [55]—objective measures of end-user behavior when interacting
with AI. Such measures include, but are not limited to measuring end-users’ decision time [19, 62],
how many times end-users requested AI recommendation [52], and how many times they agreed
with AI recommendations [7, 23, 58].

Much of the existing work on human-AI trust focuses on developing trustworthy AI that maxi-
mizes such measures of trust. For example, there is a particular focus on ensuring competence of
AI (i.e., that it performs accurately and efficiently) [20, 41], which could potentially lead to increase
in end-users’ confidence in AI [61] (though without necessarily always implying trust [39]). Also,
creating AI with the ability to explain and justify its decision-making process [5, 38, 44] could
increase the end-users willingness to accept the AI’s recommendations [53, 55].

However, most existing explainable AI (XAI) methods [10, 21, 43] target math-savy AI creators
[1, 22] to aid them in AI model debugging and monitoring [6]. Such explanations often do not
match the end-users’ mental models [56], making the explanations ineffective [2, 40, 65] and at
times even harmful [13, 28, 30, 47, 51]. Thus, it remains unclear if existing XAI methods meet the
end-users’ needs when trying to assess trustworthiness of an AI [24, 32].
Using transparency as a form of explanation [65] could increase end-users’ vigilance when

judging AI trustworthiness [63]. Transparency can range from allowing insights into competence
of AI-based systems [26] all the way to AI creators’ motivations and their development process [12].
However, it is possible that an untrustworthy AI could manipulate information about its competence
under the guise of transparency; especially to deceive non-expert end-users.

Despite all of the existing methods to create and evaluate trustworthy AI, many aspects of how
untrustworthy AI can gain end-user trust remain unknown. For example, it is unclear if there is a
way for untrustworthy AI to deceive end-users and gain their trust other than by using deceptive
explanations [30, 46]. In particular, the question remains: can untrustworthy AI gain end-user trust
by misrepresenting its competence under the guise of transparency?

3 EXPERIMENT
We conducted an experiment to test our hypothesis that untrustworthy AI can deceive end-users
by misrepresenting information about its competence under the guise of transparency and in
presence of interactive explanations. We focus on a particular scenario in which two AI-based
systems compete for the end-user’s trust. We conducted our experiment using the game of chess,
but without loss of generality.

Chess is a popular recreational and competitive abstract strategy game between two players. It
is a game where one wrong move could be the difference between winning and loosing the game.
Recent advances in AI have resulted in chess engines (AI-based computer programs that analyze
chess games and generate chess moves), which expertise exceeds top human players. Chess engines
can serve as both opponents and as coaches that aid in game and move analysis. Chess engine
competence can be scaled up or down to match their human opponent’s competence. Also, chess
community uses a common way to “explain” moves by highlighting them with an arrow notation.
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Our experiment recreates the decision-making context that we focused our investigation on [31]:
the chess engines represent the AI that aids the end-user in decision-making towards a well-defined
end-user goal as given by the rules of the game. Furthermore, we designed our experiment following
the general guidelines for evaluating trust in AI-assisted decision making [55].

3.1 Method
We conducted a user study, where participants played three games of chess (𝐺𝑎𝑚𝑒) against an
opponent chess engine with aid from two other chess engines (i.e., “coaches”). Wemodified the order
of moves in the regular chess game, where players take turns playing their chess moves. Instead,
after each participant move (initial move), the two coaches “advised” the participant by predicting
and indicating the opponent’s likely response to the participant’s initial move (local explanation)
and recommending one move in the same position the participant was in (recommendation). The
participant would then play their final move—they could repeat their initial move, accept and
change their initial move to one of the recommendations (or both if the recommendations were
the same), or dissent and change their initial move to a completely different move also different
from the coaches’ recommendations. The opponent would then respond with its move, and the
steps repeated until the end of the game. Each game ended with the participant winning, drawing,
loosing, or resigning the game.
Each chess engine had a 𝑛𝑎𝑚𝑒 , 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛, and 𝑟𝑎𝑡𝑖𝑛𝑔 (which measured its competence using

the standard Elo rating [15] for chess engines). The opponent engine had a fixed Elo rating (a
randomly generated number between 2,325 and 2,375) corresponding to a “weak expert” chess
player. Because the participants may not understand what Elo rating means, we also included
the corresponding text description of the rating. Thus, its description was always: “I am your
opponent. I am a weak expert player with an Elo rating of <𝑟𝑎𝑡𝑖𝑛𝑔>.” We generated coach names
by randomly sampling codes from the phonetic alphabet 1 (e.g., “Alpha”, “Bravo”, “Charlie”). We
assigned competence and description to each coach depending on the study condition below.
We varied how much 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 each coach reported to the participants in its description: 1)

𝑠ℎ𝑜𝑟𝑡 , in which the coach reported only its name, and 2) 𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑 , in which the coach reported its
name, competence, commented on the relative competence of the other coach, and suggested which
coach’s move recommendations to follow. “Coaches” with an 𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑 description reported their
competence using their Elo rating and a corresponding description of the rating (“weak expert”,
“strong expert”, “elite expert” ). The coaches reported their relative competence as: 1) “higher than”,
when their rating was higher by more than 100 points than the other coach’s rating, 2) “lower than”,
when it was lower by more than 100 points, and 3) “about the same as”, when the ratings were
within 100 points of each other.

Coaches suggested to follow: 1) “only my suggestions”, when their rating was higher by more than
100 points, and 2) “both coaches’ suggestions”, when their declared rating was within 100 points of the
other coach’s true rating. Here, we supposed the coaches “knew” each other’s true rating. Therefore,
being motivated by the participants’ best interest, the 𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach would recommend to
the participants that they should consider only its suggestions when it was stronger than the
𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach and to consider recommendations from both coaches when their expertise
was the same. Had it recommended to consider the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach’s recommendation when
it was stronger than that coach, it would mislead the participants. In an attempt to deceive the
participants, the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach always claimed to be a better player and thus always
suggested that the participants should follow only its suggestions.

1https://glossary.atis.org/glossary/phonetic-alphabet/
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We varied 𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠 of each coach, where the coach could be either: 1) 𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦—the
coach had higher competence than both the opponent and the other coach and it reported its rating
to the participant fairly and honestly, and 2) 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦—the coach had lower competence than
the opponent and the other coach, and it misrepresented its competence to the participant. The
𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach had a fixed Elo rating (a randomly generated number between 2,425 and 2,475)
corresponding to a “strong expert” chess player.

We also varied 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach Elo rating (𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦): 1) 𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡 , where
the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach Elo rating was a randomly generated number between 2,425 and 2,475
corresponding to a “strong expert” player, and 2) 𝑖𝑛𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡 , where the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach
Elo rating was a randomly generated number between 2,225 and 2,275 corresponding to a “strong
advanced” chess player. The 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach always claimed that its rating was a randomly
generated number between 2,525 and 2,575 corresponding to an “elite expert” chess player.
We assigned the participants into one of three conditions (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) with different com-

binations of 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 and 𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 (each condition had one 𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 and
one 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach): 1) 𝑛𝑜 − 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 , where 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 = 𝑠ℎ𝑜𝑟𝑡 for both coaches and
𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 = 𝑖𝑛𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡 , 2) 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 , where 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 = 𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑 for both
coaches and𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 = 𝑖𝑛𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡 , and 3)𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 , where 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 = 𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑

for both coaches and 𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 = 𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡 , but where the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach
purposefully suggested sub-optimal moves (with probability of 0.5 for every suggestion) in the sec-
ond game to aid the opponent. Note that while in all conditions the𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach attempted
to deceive the participants about its true competence, we emphasize that the untrustworthy coach’s
action of knowingly suggesting sub-optimal moves constitutes 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 . Table 1 summarizes chess
engine competence and Table 2 summarizes their descriptions across the three conditions.

We measured the number of times each participant concurred with coach advice (𝐶𝑜𝑛𝑐𝑢𝑟𝑁 )—the
participant’s final move was the same as the coach’s recommendation—to measure the overall

Table 1. True and declared competence (Elo rating ranges) for the three chess engines in different conditions.

Condition Opponent Elo Rating Trustworthy Coach Elo Rating Untrustworthy Coach Elo Rating
True Declared True Declared True Declared

no-feedback [2325, 2375] [2325, 2375] [2425, 2475] N/A [2225, 2275] N/A
feedback [2325, 2375] [2325, 2375] [2425, 2475] [2425, 2475] [2225, 2275] [2525, 2575]
betrayal [2325, 2375] [2325, 2375] [2425, 2475] [2425, 2475] [2425, 2475] [2525, 2575]

Table 2. Descriptions for the three chess engines in different conditions.

Condition Opponent Description Trustworthy Coach Description Untrustworthy Coach Description

no-feedback
I am your opponent.
I am a weak expert player
with an Elo rating of <rating>.

I am your coach <name>. I am your coach <name>.

feedback
I am your opponent.
I am a weak expert player
with an Elo rating of <rating>.

I am your coach <name>.
I am a strong expert player
with an Elo rating of <rating>.
My competence is higher than
your other coach <name>.
You should consider only my
suggestions for the best outcome.

I am your coach <name>.
I am an elite expert player
with an Elo rating of <rating>.
My competence is higher than
your other coach <name>.
You should consider only my
suggestions for the best outcome.

betrayal
I am your opponent.
I am a weak expert player
with an Elo rating of <rating>.

I am your coach <name>.
I am a strong expert player
with an Elo rating of <rating>.
My competence is about the same
as your other coach <name>.
You should consider both coaches’
suggestions for the best outcome.

I am your coach <name>.
I am an elite expert player
with an Elo rating of <rating>.
My competence is higher than
your other coach <name>.
You should consider only my
suggestions for the best outcome.
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participant reliance on the coaches. We also measured the number of times coaches converted
participants (𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑁 )—the number of times the participants final move was the same as the
coach’s recommendation, but different from the participant’s initial move and the other coach’s
advice—to measure how much participants relied on one coach over the other. At the end of the
three games, we asked participants to provide their subjective rating (𝑅𝑎𝑡𝑖𝑛𝑔) of the two coaches
on a Likert scale (from 1 to 5).
We hypothesized that participants would on average concur with more recommendations

(𝐶𝑜𝑛𝑐𝑢𝑟𝑁 ) from both coaches when 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 was present then when it was not; i.e., we hy-
pothesized that participants will rely more on coaches which competence they think they “know”.
We further hypothesized that the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach will on average achieve higher 𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑁
than the 𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach when 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 was present because of its ability to deceive. We also
hypothesized that 𝐶𝑜𝑛𝑐𝑢𝑟𝑁 will be lower in the last game than in the first two games because
participants would have lost their confidence in the coaches’ competence after loosing the first
two games. Thus, the 𝑛𝑜 − 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 condition acted as a baseline, where the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach
was not actively trying to deceive the participants. The other two conditions were deceptions
(i.e., interventions) that the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach could attempt when: 1) it was weaker than the
𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach as in the 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 condition, and 2) when it was equally matched with the
𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach, but secretly favored the opponent by occasionally recommending poor moves
on purpose, as in the 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 condition.
To analyze 𝐶𝑜𝑛𝑐𝑢𝑟𝑁 and 𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑁 , we conducted a three-way mixed ANOVA (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 ×

𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠 ×𝐺𝑎𝑚𝑒), with one between-subjects factor (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) and two within-subjects
factors (𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠 and𝐺𝑎𝑚𝑒). To analyze subjective coach ratings (𝑅𝑎𝑡𝑖𝑛𝑔), we conducted
a two-way mixed ANOVA (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 × 𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠), with one between-subjects factor
(𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) and one within-subjects factor (𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠). Because our objective reliance mea-
sures and subjective ratings were not normally distributed, we performed Align Rank Transform
(ART) [57] before running the ANOVA tests, and performed post-hoc pairwise analyses using
ART-c [14] with Holm-Bonferroni corrections. Our a priori power analysis (𝛼 = 0.0001, 1−𝛽 = 0.99)
estimated that our experiment required 120 participants to detect a medium sized effect.

3.2 User Study Software and Implementation
Figure 1 shows our user study interface. The interface displayed the current game number and a
button to resign the game (Figure 1.A) along with three different chess board areas. The main chess
board area (Figure 1.B) was where the participant (white) played against an opponent (black). The
main chess board area featured the opponent’s description (Figure 1.B.1), the main chess board
(Figure 1.B.2), highlighted player suggested move in blue (Figure 1.B.3), game move history (Figure
1.B.4), and the current move status with instructions for what to do next (Figure 1.B.5).

The two coaches had their own separate areas (Figure 1, C and D), which displayed: 1) a replica
of the main chess board, 2) the coach’s prediction for the opponent’s likely next move highlighted
in red, 3) the coach’s suggested move highlighted in green, and 4) the coach’s description.

We implemented our study software as a Web application. We implemented the user interface in
HTML, CSS, and JavaScript, and the back-end using Django Python Web framework and a MySQL
database (where we logged participant interactions with the software for future data analysis). We
used Stockfish 122 for all of our chess engines. We spawned three different chess engine instances
for each participant as separate processes and communicated with them via the Universal Chess
Interface (UCI) Python library3.

2https://stockfishchess.org/
3https://python-chess.readthedocs.io/en/v0.23.10/uci.html
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Fig. 1. Study software interface showing: A) the current game number and a button to resign the game, B)
the main chess board area where the player (white) plays against an opponent (black), C) the chess board
area for the first coach, and D) another chess board area for the other coach. The main chess board area (B)
displays: B.1) the opponent’s description, B.2) the main chess board, B.3) highlighted player suggested move
in blue, B.4) move history, and B.5) current move status with instructions for what the player should do next.
Each coach board area (C and D) displayed: 1) a replica of the main chess board, 2) the coach’s prediction for
the opponent’s likely next move highlighted in red, 3) the coach’s suggested move highlighted in green, and
4) the coach’s description.

3.3 Tasks and Procedures
We conducted our study on Amazon Mechanical Turk (MTurk)4. Participants accessed our study
software from a list of MTurk Human Intelligence Tasks (HITs). We embedded our study software
interface (Figure 1) into the MTurk website. The landing page explained the study tasks, and asked
participants to read the consent form. Only those who consented were allowed to participate. The
participants had one hour and thirty minutes to complete the HIT (we estimated that the study
will take on average one hour to complete).

The study software then asked participants to solve 10 chess puzzles to ensure they had at least
basic knowledge of chess rules. We sourced the puzzles from the Liches5 online chess platform,
which allowed us to compute Elo rating of each participant relative to other chess players on Liches.
Only participants who solved enough puzzles (at least two “easy” puzzles or one “difficult” puzzle)
to reach Elo rating greater than 1,100 (corresponding to a novice chess player) qualified. The study
software notified the rest they did not qualify and they were unable to proceed with the study.

The study software randomly assigned each qualified participant to one of the three conditions
(𝑛𝑜 − 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 , 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 , 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙). The study software also assigned a chess engine opponent
and two chess engine coaches (trustworthy and untrustworthy) to each participant. We randomized
the position of the coaches (left and right of the main board) in the study interface (Figure 1).
The study software then instructed the participant that they will play three games of chess

against the same opponent and with help from the same two coaches in each game. The instructions
also explained the study interface and how the two chess coaches will provide them with move
4https://www.mturk.com/
5https://lichess.org/
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suggestions. The instructions also explained that participants should try and win or draw the games.
After reading the instructions, the participants proceeded to play the games.

In each game, the participants had the white pieces, which chess theory considers a slight
advantage over the opponent. Each game would proceed using our modified move sequence until
the game ended or the participant resigned. The participants could resign the game only after
attempting at least ten moves against the opponent.

After completing the three games, the participants rated competence of each coach on a Likert
scale from 1 to 5. The study software then thanked participants for participating and debriefed them
about our deception; the debrief explained that one of the coaches misrepresented its competence.
The study took place between August 27th and September 7th, 2021. Our study was approved and
deemed exempt by our Institutional Review Board (IRB).

3.4 Participants
Total of 304 participants attempted our chess puzzles qualification task. Of those, 170 solved
enough puzzles to qualify for the study. We removed 36 qualified participants (21% of all qualified
participants) for non-compliance (e.g., attempts to restart the study to gain multiple attempts at the
bonus, purposefully selecting sequence of moves to lose as quickly as possible in all three games).
Another 14 participants quit the study before finishing all three games, and we excluded them from
our analysis. The number of participants that completed our study was 120. All participants were
in the USA and were 18 or older. We placed no further Amazon MTurk qualification requirements.
Each participant could take part in the study only once. We compensated each participant $0.25 for
completing the qualification task and $15.00 for completing three games of chess. Participants who
did not lose any games received $1.50 bonus.

3.5 Results
We first report general summary statistics (e.g., participant Elo rating, game duration) across
different study conditions. We then report results from our statistical tests that compared the
participants’ reliance on the two coaches and their subjective ratings of the two.

3.5.1 Participants’ Chess Rating. Participant Elo rating was similar across conditions (Figure 2).
Median participant Elo rating was 1,268 in 𝑛𝑜 − 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 , 1,268 in 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 , and 1,275 in 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 .
Note that participant Elo rating allows us to compare our participants’ competence with one another
and other players on Lichess, but does not allow us to directly relate participant competence with
chess engine competence (e.g., a participant with 2,600 puzzle Elo ratings is not necessarily a better
player than an engine with 2,500 engine Elo rating). Most participants had ratings comparative
with novice chess players on Lichess; none compared with expert chess players on Lichess puzzles.

3.5.2 Game Duration and Outcomes. Participants made median of 22 moves (min=4, max=95)
in each game and median game duration was 11 minutes (min=1, max=60). Median total study
duration was 40 minutes (min=8, max=128). Participants won 11 games, drew 10, lost 268, and
resigned 71. Table 3 shows the distribution of game outcomes across conditions. Given that the
participants always had white pieces and that the 𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach was always stronger than the
opponent, participants should theoretically on average win or draw more games than lose, if they
confirmed or accepted every suggested move from the 𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach.

However, although the results indicated that the participants made the wrong moves, this does
not show how much they relied on the coaches (if at all) and which one they relied on more. Also, it
is important to note that the goal of the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach is not necessarily for the participants
to lose. Rather, its goal is to have participants rely on it over the trustworthy coach. Thus, we next
investigated which coach the participants relied on more.
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Fig. 2. Participant competence as measured by their puzzle Elo rating. Dots show each participant’s Elo
rating and box plots show the distribution of ratings.

Table 3. Number of games per outcome in different conditions.

Condition Won Drew Lost Resigned Total Games Played
no-feedback 4 5 85 26 120
feedback 4 3 93 20 120
betrayal 3 2 90 25 120

3.5.3 Concurring with the Coaches. Concurrence with the coaches (𝐶𝑜𝑛𝑐𝑢𝑟𝑁 ) measured the partic-
ipants’ general reliance on the coaches. Figure 3 shows the number of times participants concurred
with the two coaches (𝐶𝑜𝑛𝑐𝑢𝑟𝑁 ) across conditions. The number of participant concurrences on
average dropped between games across all conditions and coaches (𝐹 (2, 585) = 18.95, 𝑝 < 0.0001)
and was significantly lower in the second game (𝑄1 = 3,𝑚𝑒𝑑𝑖𝑎𝑛 = 6, 𝑄3 = 13.25;𝑝 = 0.0086)
and the third game (𝑄1 = 3,𝑚𝑒𝑑𝑖𝑎𝑛 = 6, 𝑄3 = 10;𝑝 < 0.0001) compared to the first game
(𝑄1 = 3,𝑚𝑒𝑑𝑖𝑎𝑛 = 8, 𝑄3 = 18), and the second game compared to the third game (𝑝 = 0.0010). The
average difference in the drop between the first and third game (𝐹 (4, 585) = 3.32, 𝑝 = 0.0106) was
significantly different in betrayal (𝑝 < 0.0001, all other 𝑝 > 0.07), where the drop in 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 was
significantly larger than the drop in the 𝑛𝑜 − 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 condition (𝑝 = 0.0042; all other 𝑝 > 0.1).
Our tests did not find any other significant effects on 𝐶𝑜𝑛𝑐𝑢𝑟𝑁 or interactions.

3.5.4 Participant Conversion. The coaches’ successful conversion of participant initial moves
(𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛𝑁 ) measured how many times the coaches were able to influence participants to the
degree that was great enough to change their initial move and disregard the other coach’s advice.
Figure 4 shows the number of times the two coaches successfully converted participant initial
moves (𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛𝑁 ) across conditions. The overall average difference in 𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛𝑁 between
the two coaches across the conditions was marginally significant (𝐹 (1, 585) = 3.63, 𝑝 = 0.0572)
with the 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 1, 𝑄3 = 3, 𝑀𝑎𝑥 = 44) only slightly edging out the
𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 1, 𝑄3 = 3, 𝑀𝑎𝑥 = 31) in a within participants comparison.

Our tests found statistically significant interactions between 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 and 𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠
(𝐹 (2, 585) = 8.07, 𝑝 = 0.0003), and 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠 , and 𝐺𝑎𝑚𝑒 (𝐹 (4, 585) = 2.44, 𝑝 =

0.0458). Any observed differences between the two coaches would have been higher in the 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘
than in 𝑛𝑜 − 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 (𝑝 = 0.0002) and 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 (𝑝 = 0.0371). However, our tests could not find
any further statistically significant pairwise differences in these interactions.

Our results showed a decline in 𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛𝑁 on average over games. The number of successful
conversions on average dropped between games across all conditions and coaches (𝐹 (2, 585) =
22.74, 𝑝 < 0.0001) and was significantly lower in the second game (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 1, 𝑄3 =

3; 𝑝 = 0.0243) and the third game (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 0, 𝑄3 = 2;𝑝 < 0.0001) compared to the
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Fig. 3. The number of times participants concurred with the two coaches (𝐶𝑜𝑛𝑐𝑢𝑟𝑁 ) across 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛,
𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠 , and𝐺𝑎𝑚𝑒 . Dots represent𝐶𝑜𝑛𝑐𝑢𝑟𝑁 for each participant; box plots indicate the distribution
of concurrences.
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Fig. 4. The number of times coaches successfully converted participant initial moves (𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛𝑁 ) across
conditions. Dots represent𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛𝑁 for each participant; box plots indicate the distribution of conversions.

first game (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 1, 𝑄3 = 5), and the second game compared to the third game
(𝑝 < 0.0001). Furthermore, our tests found a significant interaction between 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 and 𝐺𝑎𝑚𝑒

(𝐹 (4, 585) = 3.13, 𝑝 = 0.0147).
In the 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 condition, the two coaches were able to make significantly fewer conversions

(𝑝 = 0.0098) between the first game (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 1, 𝑄3 = 5) and the third game (𝑄1 =

0,𝑚𝑒𝑑𝑖𝑎𝑛 = 0, 𝑄3 = 2). Similarly, in the 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 condition, the two coaches were able to make
significantly fewer conversions (𝑝 = 0.0100) between the first game (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 1, 𝑄3 = 6)
and the third game (𝑄1 = 0,𝑚𝑒𝑑𝑖𝑎𝑛 = 0, 𝑄3 = 2). The average difference in the drop between
the first and third game was significantly larger in 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 than the drop in the 𝑛𝑜 − 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘

condition (𝑝 = 0.0413). The average difference in the drop between second and third game was
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marginally significantly larger in𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 than the drop in the𝑛𝑜− 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 condition (𝑝 = 0.0581).
Furthermore, the average differences in number of successful conversions between the two coaches
dropped (𝐹 (2, 585) = 5.18, 𝑝 = 0.0059) between the first and third games (𝑝 = 0.0075), and the
second and third games (𝑝 = 0.0294). The general trend indicated that the two coaches could make
only a few conversions by the end of the third game.

3.5.5 Subjective Coach Ratings. We measured the participants’ subjective rating of how good the
coaches’ suggestions were after the three games (Figure 5). Our tests could not find a statistically
significant main effects of𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 (𝑝 = 0.2285),𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑖𝑛𝑒𝑠𝑠 (𝑝 = 0.2864) or their interaction
(𝑝 = 0.1974) on 𝑅𝑎𝑡𝑖𝑛𝑔. Although lack of statistically significant differences could be due to
any number of factors (e.g., too few participants, unmotivated participants), we interpreted high
ratings of both 𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 (𝑚𝑖𝑛 = 2, 𝑄1 =,𝑚𝑒𝑑𝑖𝑎𝑛 = 4, 𝑄3 = 4,𝑚𝑎𝑥 = 5) and 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦

(𝑚𝑖𝑛 = 1, 𝑄1 = 3.75,𝑚𝑒𝑑𝑖𝑎𝑛 = 4, 𝑄3 = 4,𝑚𝑎𝑥 = 5) coaches across 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 as further evidence
that 𝑢𝑛𝑡𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 coach managed to deceive many of them.
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Fig. 5. Participants’ subjective rating of the two coaches. Dots show individual ratings and box plots show
the distribution of ratings.

4 DISCUSSION
Our results show that just being trustworthy is not enough for an AI to ensure end-users will rely
on it and not some other competing untrustworthy AI. The trustworthy coach was everything that
the existing XAI literature says is needed to build trust in AI. It was the most competent engine. Its
motivation was to aid the participants in winning the games. Given a chance (in the 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 and
𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 conditions), it was transparent and honest about its competence and fair in respect to the
untrustworthy coach’s true competence. On the other hand, the untrustworthy coach simply had
to suggest moves and not disclose its true competence to gain participants’ trust. It did not even
need to generate misleading explanations [30, 46]. Its exaggerated competence in the 𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘

and 𝑏𝑒𝑡𝑟𝑎𝑦𝑎𝑙 conditions only exacerbated the effects of its deception.
Although the differences in participants’ reliance on the two coaches were not large, that is no

win for trustworthy AI. Quite the opposite! It shows the ability of untrustworthy AI to deceive
many participants. Despite both coaches having low number of successful conversions, which
could be due to too few opportunities for conversion (e.g., the coaches could often agree with the
participant’s initial move or offer them the same advice), our results show that participants relied
on the untrustworthy coach more than they should have—they relied on it at all.
It is important to note that each successful conversion could have a significant effect on the

outcome of the game. For example, acceptingwrong advice in chess (i.e., a sub-optimal recommended
move in a given position) could immediately lead to a loosing position even early in the game. It is
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therefore not surprising that participants lost or resigned almost all of their games, considering
that the untrustworthy coach (that was less competent or knowingly suggested sub-optimal moves)
was on average able to convert slightly more participant moves than the trustworthy one.

Our results show evidence that participants reduced their reliance on the untrustworthy coach by
the last game. However, by that time the damage would have already been done (i.e., they could have
lost one of their first two games and thus a chance to earn the bonus). Also, the drop in concurrence
in the later games shows diminishing reliance on both coaches, since by then most participants
already experienced negative outcomes (i.e., game losses) [11]. Thus, what participants might have
deemed poor performance from the untrustworthy coach could have affected participants’ reliance
on the trustworthy coach, too.
We have also observed some participants’ general distrust of both coaches. A number of par-

ticipants barely ever relied on any of the coaches (i.e., they rarely concurred with either coach
and coaches managed to convert few if any of their moves). While this could have saved them
from misplacing their trust with the untrustworthy coach, they also could not take advantage from
trustworthy coach’s help to win or draw the games. Unfortunately, we could not conclude if this
stem from participants’ preconceived notions about AI since we did not collect data about their
subjective experience with and attitudes towards existing AI-based systems.

The results of the participants’ subjective coach ratings did not show any evidence that partici-
pants could distinguish the competence or even the motivations of the trustworthy coach from
the untrustworthy one. The participants rated both coaches highly despite their reduced reliance
on the coaches by the end of the third game. This has implications for the relationship between
objective and subjective measures of reliance [8] currently used to evaluate human-AI trust [55]. It
is likely that the untrustworthy coach was able to go unnoticed by enough participants to make
subjective difference in reliance between the two coaches indistinguishable. Even if majority of
participants could shun the untrustworthy AI (which they did not), our results show evidence that
untrustworthy AI could still prey on at least some unsuspecting participants.
One possible explanation for why participants were susceptible to the untrustworthy coach’s

deceit could be their lack of chess expertise that prevented them from assessing the coaches’ true
competence. However, this is an important finding because it is very likely that future AI will be
deployed in exactly such scenarios in which the AI will greatly exceed human expertise. While it
remains unknown if the untrustworthy coach would be able to deceive more experienced chess
players or not (because we only recruited novice chess players), our results show that novice
end-users are in need of protections from untrustworthy AI as they are at risk of being deceived.
Our participants experienced advice from the two coaches at the same time, which could be a

potential limitation of our experiment. Thus, they could have perceived them as a team of sorts.
That could be one potential explanation for why participants reduced their reliance on both coaches
in the last game. This effect might have been different had the participants experienced advice from
the two coaches separately (e.g., each coach in their own separate game). Therefore, future work
should conduct experiments that isolate the effect of one coach on the other.
Our work is an immediate and urgent call for creation of mechanisms to help the end-users

identify and counter untrustworthy AI. Unfortunately, naive application of existing XAI methods
may be ineffective [2, 40, 65] to broader audience of end-users, if not harmful [28, 47, 49, 51]. The
naive use of transparency (i.e., AI simply stating its competence) and explanations (i.e., using the
classical chess arrow notation as a form of “local explanation”) in our experiments did not seem
to help participants realize that one of the coaches was at times giving them poor advice. Even
if explanation did work, untrustworthy AI could generate similar explanations itself to willfully
deceive [30, 46] or even use existing methods to inhibit reliance on AI [9] against trustworthy AI.
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5 CONCLUSION AND FUTUREWORK
In this work, we showed that untrustworthy AI can deceive end-users and gain their trust, even
in the presence of another trustworthy AI. Our findings highlight the need to create mechanisms
to identify and counter untrustworthy AI in addition to creating and improving trustworthy AI.
Our work is a call for increased investigation into the capabilities of AI-based systems and the
motivations of their creators; information that could aid in holding them accountable.

In particular, further investigation into factors that affect how end-users respond to untrustworthy
AI is required. For example, in our experiment, the participants actively interacted with the AI to
accomplish a well defined goal. However, future work should also explore other contexts, such as
when the end goals are ill-defined or in which AI automatically (if not autonomously) acts on behalf
of the end-user [35]. Also, we only studied non-expert end-users, but future work should investigate
if expert users are able to better judge trustworthiness of AI systems. Finally, our quantitative study
allowed us to identify and quantify the magnitude of this problem, but there is a need for further
qualitative work to investigate why end-users trust untrustworthy AI.
Future work should also research mechanisms that would enable end-users to resist untrust-

worthy AI. For example, leveraging human-centered approaches to XAI [24, 32, 48, 54] could aid
end-users in assessing trustworthiness of AI systems and collecting evidence to support their calls
for accountability. Our work in particular calls for explainability methods external to the AI, such
as those based on interactive AI exploration [4, 45, 64] or algorithmic auditing methods [37] (e.g.,
to estimate the magnitude of a system’s incompetence [16]). Such future work has the potential
to expand the breadth of existing methods and tools that enable AI testing, public education and
investigative journalism about AI, and end-user advocacy to increase access to trustworthy AI
technology for a broader audience of end-users.
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